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1 Motivation and Goals

Thanks to novel input technologies different from keyboard and mouse, human-computer interaction is becoming richer, more intuitive, and more versatile. For instance, touch sensitive surfaces allow direct input with fingers without the use of additional peripheral devices (see Figure 1). Users can interact directly with the displayed content using their hands. For more precise input, digital pens are being used more frequently. Gestures that are performed freely in space increase the number of interaction possibilities for humans (see Table 1). However, by dispensing with additional input devices to interact with computers, processing input becomes more intricate and complex. Managing this complexity is a challenge not only for developers of the required tracking hardware, but also for programmers and designers of user interfaces. Existing models and tools for programming user interfaces are laid-out for keyboard and mouse. More complex gestures have to be recognized and processed by the programmer based on raw data supplied by the input hardware. This results in extensive programming efforts, little reuse of existing code, and failures while programming.

The contributions of this thesis consist of a semiotic discussion in the area of gestural input for human-computer interaction. To this end, the instruments of semiotics are considered in an interdisciplinary discussion and insights from gesture research are reviewed. Hence, the thesis is situated in the intersection of three disciplines or areas of research (see Figure 2). For the formalization of gestural input, a general semiotic model is proposed. This model is applied to planar gestures in the area of multitouch interaction. The developed Gesture Formalization for Multitouch (GeForMT) defines a domain-specific language to describe planar gestures. In contrast to other formalization approaches, this gestures language follows a pictorial approach. Instead of defining detailed filters for raw input data, GeForMT uses geometrical and topological parameters to define gestures. The design of gestures is supported, for example by identifying conflicts between similar gestures at an early stage in the development process. The formalized gestures can be embedded in code and hence facilitate the programming. The corresponding framework is responsible to implement the necessary algorithms for gesture recognition.

First and foremost, the proposed formalization addresses developers of software for multitouch systems. They can be programmers as well as designers with different skill sets and expertises. This dissertation focuses exclusively the authoring process during gesture development. Hence, no usability studies are conducted for gestural user interfaces. The development of guidelines for the concrete and usable design of interfaces can be based on the foundations laid in this work. The emphasis in this dissertation is on aspects of gesture input rather than the visual design of user interfaces. Questions related to this topic are only touched upon and not answered in depth.

2 Interdisciplinary Perspectives and Theoretical Foundation

Gestures are subject of investigation in different scientific disciplines, for instance cognitive psychology, philosophy, communication studies and other natural sciences as well as human sciences. Due to this broad spectrum, finding a single definition of the term gesture is difficult. Since commonly only a specific branch of gestures is investigated, McNeill introduces a continuum to categorize human gestures, that was first described by Kendon [McNeill 1995, p. 37; Kendon 2004, p. 104ff]. Kendon’s continuum is a tool to
clarify which type of gestures is investigated. Figure 3 shows the fundamental distinction between spontaneously produced gestures and codified signs. The role of speech is important for spontaneously produced gestures. In contrast, sign language can substitute speech entirely by gestures. While cognitive psychologists and sociologists are mainly concerned with gesticulation, gestures in human-computer interaction can rather be treated as so-called emblems. Emblems have to be performed in a well-formed manner to be understood properly. An example is the showing of a thumb to communicate agreement. For a proper understanding of this gesture, a cultural tradition or convention is necessary.

While semiotic terms [Nöth 2000] are being discussed in computer science, they are rarely used productively (vgl. [Andersen 2001]). Nake concluded that computer operations can be regarded as sign processes, that are represented by different means [Nake 1993, p. 31]. In contrast to existing analytical strategies, productive approaches based on semiotics have rarely been proposed (cp. [Souza 2005]). This thesis seeks to productively apply the means of semiotics in the area of planar gestures.

### 3 Related Formalization Approaches

The manifold representations of gestures in computer science can be situated on three levels: the algorithm level, the exchange level, and the user level. On the algorithm level, mathematical formalisms and statistical data structures are used for an efficient and precise recognition of gestural input. The user level is responsible for communicating gestural input to the user in an effective, but also informal way. Tutorials in natural language, pictures, icons, and animations can be used. The exchange level is situated between the algorithms of gesture recognition and the user. It is the bridge between mathematical algorithms and the dynamic and informal perspective of the user.
3.1 Spatial Gestures
Spatial gestures need to address three dimensions and hence six degrees of freedom. In addition, movements of fingers, arms, legs, head, and the whole body can be distinguished. This large diversity results in a high complexity of the required processing. The application scenarios of existing formalization approaches differ considerably: gesture vectors are used mainly to annotate gestures in video sequences [Trippel et al. 2004], detector nets are used to program gestures for virtual construction scenarios [Latoschik 2001], and the Behaviour Markup Language (BML) is focused on describing multi-modal applications [Kopp et al. 2006]. Since BML is based on XML, it is very detailed and human-readable. However, it tends to become bloated and very complex. Detector nets are rather tightly bound to gesture recognition algorithms and hence on the algorithm level instead of the exchange level.

3.2 Gestures in Sketching
Digital sketching does not only use handwriting recognition for text input, but also symbolic stroke gestures to execute commands and make corrections. They are similar to planar gestures, but can be performed with higher precision thanks to the pen as tool. Gestures are used to execute diverse commands, such as the selection of objects or text, deletion, and undo of input. Cho [Cho 2006] proposes a special formalism based on gesture function in order to correctly recognize correction signs while sketching. LADDER [Hammond and Davis 2005] and the Sketch Language [Bimber et al. 2000] use domain-specific languages to implement sketching interfaces. LADDER is based on geometric properties of stroke gestures.

3.3 Planar Gestures
Concurrently to the gesture formalization developed in this thesis, six further formalization approaches have been proposed. On the one hand, theoretical methods of computer science such as regular expressions or logics are used by Proton [Kin et al. 2012], Midas [Scholliers et al. 2011] and Framous [Görg et al. 2010]. On the other hand, GDL [Khandkar and Maurer 2010], GISpL [Echtler and Butz 2012] and GDML [@NUIGroup 2009a] use concrete formats such as JSON and XML or tools for domain-specific languages. Midas and GISpL explicitly address the description of further gestural input and are thus more abstract and less specialized for planar gestures. The related formalization approaches tend to offer filters for the events that are generated during input. The approach in this thesis relies (like LADDER for sketching) on the topological and geometrical aspects of gesture execution. Hence, a not previously available tool is developed to describe gestures in a pictorial way.

4 Semiotic Model for Formalization
The semiotic model provides the structure to approach the formalization of a specific form of gestural input for human-computer interaction. By addressing the three fundamental aspects, syntax, semantics, and pragmatics, the design space and challenges of using gestures are identified. The categories and concepts of semiotics are used as practical tools to structure a domain of knowledge.

The syntax is concerned with the formal relationships between signs. A general grammar of a certain form of gestural input for communication between human and computer has to be established. Semantics establishes the relationships between sign combinations
and their meaning. It is necessary to address both the technical issues that are determined by the computer as well as the mental model of the user. Pragmatics addresses the relationship between human and sign usage. The meaning of a sign is placed in a certain context by the user. Figure 4 shows the proposed semiotic model for the formalization of gestural input. The human sphere of competence is situated in the area of pragmatics. The assignment of meaning in the area of semantics is at the interface between humans and the syntax which is determined by the processing of the computer.

The requirements for a gesture formalization according to the semiotic model are manifold and address both technical issues of recognizing gestural input as well as the application in user interfaces. The following questions need to be answered when applying the semiotic model in order to formalize gestural input:

- What are the atomic syntactical units of a form of gestural input?
- How can these atomic units be recognized reliably?
- How can the atomic units be combined in more complex gestures?
- How can the combinations be validated in order to avoid inconsistencies?
- How are gesture definitions managed and linked with the application logic?
- Which structural relationships exist between syntactical and semantic aspects?
- What are possible feedforward mechanisms, that support users during interaction?
- What are possible feedback mechanisms, that afford intuitive interaction for the user?

5 Gesture Formalization for Multitouch

The semiotic model has been applied for multitouch interaction, resulting in the Gesture Formalization for Multitouch (GeForMT) [Kammer et al. 2010b]. The three areas, syntax, semantics, and pragmatics, are addressed in this section.
5.1 Syntax of Planer Gestures

Planer gestures are represented as simultaneous touch contacts on a touch sensitive surface that are produced by the fingers and hands of users. In order to formalize these contacts, basic forms and movements are identified, which can be combined to a certain extent. Temporal and spatial constraints between simultaneous touch contacts are another important concern of GeForMT. In addition, the object focus and processing modes of gestures are addressed.

The Extended Backus Naur Form (EBNF) is a formal language, for instance to describe the syntax of programming languages (cp. [Schöning 2003, S. 25f]). GeForMT consists of 17 production rules, that are shown in Listing 1. These production rules can be further reduced. However, the current list is easier to extend and the rules are more comprehensible. Gesture definitions consist of a unique identifier and a list of alternative complex gestures, separated by a vertical bar (rule 1). Additionally, the gesture can be explicitly flagged to be evaluated continuously (online) or discretely (offline). For online processing, continuous events are being produced once the gesture is recognized. Discrete gestures only produce one event after the gestures is completely performed (rule 17).

Complex gestures (rule 3) consist of simple gestures, that are separated by an operator for temporal relations (rule 8). Optionally, a spatial relation can be added (rule 9). Simple gestures in turn consist of optional functions that describe the nature of the touch contact and a set of combined atomic gestures including their object focus (rule 4). Alternatively, an already defined identifier can be reused in a complex gesture in rule 4, which is specified in angled brackets.

The declaration of an object focus for atomic gestures is optional (rule 5). The object focus can be indicated by a list of comma-separated identifiers (rule 6). Functions consist of a number and an identifier which designates the nature of the touch contact, for example Ⅲ for Finger or Ⅱ for Hands (rule 7).
Atomic gestures (rule 10) consist of either keywords without a direction to describe free-forms, tap, and hold gestures (rule 11), or vector based gestures with a direction (rule 12), or further shapes with optional specification of direction and rotation (rule 13). Examples of formal gestures are shown in Figure 5.

5.2 Semantics of Planar Gestures

Planar gestures serve different interaction goals and actions in an application. A strict categorization is sometimes difficult, as McNeill already posited for the area of speech-accompanying gestures [McNeill 2007, p. 38]. Also planar gestures possess different dimensions, that determine their semantic function to different degrees. However, we propose five main categories to distinguish gestures. The classes shown in Figure 6 are subclasses of the emblem category in Kenndon’s continuum.

The term deictic gestures that is often found in the literature addresses the selection of objects and object groups. Manipulative gestures serve to alter objects in their visual properties such as form, size, orientation, or location. Navigational gestures serve the movement of a user in an application. This usually results in the change of the whole appearance of the application and not only a single object. Figure 6 shows an example of a navigational gesture, where the corner of the application is tapped, thereby jumping to another layer. Iconic gestures encompass the drawing of arbitrary forms, for instance in a sketching or modeling application. However, the graphical form is not further interpreted by the system. Hence, no concrete meaning is associated or a certain function is
executed. Figure 6 shows how a drawing is used as graphical icon in an application. If a gesture has an arbitrary function assigned, it is called lexicalic. Abstract commands are possible, such as activating a help function by drawing a question mark. The term refers to the possibility of creating a lexicon where each syntax is assigned a certain function. Lexicalic gestures are different from manipulative and navigational gestures because those possess a more direct relation of execution and action. The lexicalic gesture shown in Figure 6 activates a menu by performing a pulling movement from the edge of the application.

The semantic dimensions can be grouped in a hierarchy of abstract interaction goals, namely operation and orientation (cp. [Groh 2007, p. 155]). Figure 6 shows that navigational gestures are used for orientation, in order to experience and search through a digital space. Iconic gestures can also be used to create personal marks that can later be used to find already used interaction paths or identify individually tagged objects. Operational gestures encompass deictic, manipulative and lexicalic gestures. These gestures produce state changes or perform selections. However, lexicalic gestures can also be used for orientation, for instance by changing views in an application.
As mentioned before, a single gesture can encompass various semantic dimensions (see [Kammer et al. 2011a]). Syntactically equivalent gestures can be used for direct manipulations, but also for arbitrarily assigned functions as in lexicalic gestures. The computer can constrain manipulations, check for inconsistencies or add functional features.

5.3 Pragmatics of Planar Gestures
Describing all gestures in an application with GeForMT does not only improve and facilitate gesture recognition. On the one hand, feedback can be generated if a current input does not match any of the registered gestures. On the other hand, animations can be generated based on the formal descriptions. To this end, an Animation Framework for GeForMT (AnFraGe) has been conceived. For the generation of the feedforward animations, a module system based on the compass rose is used, on which the atomic gestures of GeForMT are based (see Figure 7).

Evaluation of the formalization approaches for planar gestures with student developers showed that GeForMT was rated more concise and readable. Compared to GDL and GISpl, GeForMT was rated equivalent for conciseness, accuracy, readability, and complexity.

6 Reference Architecture
In Echtler and Klinker’s multitouch software architecture, GeForMT is situated in the interpretation layer, which processes calibrated finger and hand position from the underlying transformation layer [Echtler and Klinker 2008]. Events are propagated to the widget layer above, that registers gestures and interface elements (regions) in the interpretation layer. Figure 8 shows the general components and processing steps that are needed when implementing GeForMT. The parser is responsible for processing formal gestures, a unified data model stores gestures, the gesture recognizer processes raw input data, and the matching is responsible to compare formal gestures and user input. Optionally, feedforward and feedback mechanisms can be provided by the library.

The reference implementation »GeForMTjs« of the described architecture has been implemented in JavaScript [Kammer et al. 2012a]. With the help of the JavaScript implementation, tools for supporting the process of gesture definition have been developed. At the heart of these tools that allow the pictorial programming of gestures is the compass rose, which visualizes the available basic geometrical units. It is used as an interactive element in an editor, to define atomic gestures by example (see Figure 9). A different number of fingers can be used as well.

7 Practical Examples and Further Development
First, prototypical applications were analyzed with the help of GeForMT that were developed in student courses (see Figure 10). In these courses, a multitouch framework without the possibility of declaratively describing gestures was used. The expressive power of GeForMT could be validated by formalizing gestures that were developed independently of the formalization approach. Second, two further applications have been extended with a multitouch interface based on the reference architecture. DelViz is a search interface for information visualizations based on mouse input, which has been
adapted and extended for multitouch interaction [Keck et al. 2011a]. The component-based 3D framework Bildsprache LiveLab [Kammer et al. 2012d] has also been extended by a modular implementation of the reference architecture in order to investigate planar gestures in 3D visualizations. Based on the formalized gesture sets, statistical analyses were conducted in order to compare applications according to the gestures they employ.

Further forms of gestural input are suited as application domains for the proposed semiotic model. The tentative formalization approaches developed in this thesis are subject of future work. In contrast to planar gestures, spatial gestures need to address more degrees of freedom. Hence, the extension of the existing formalization approach to this form of gestural input represents a challenge. Spatial gestures that are performed over a multitouch tabletop are most likely to be combined with planar gestures, that are formally described with GeForMT [Kammer et al. 2011b]. Here, the introduction of namespace can help to disambiguate and separate the formal gesture languages. The established semiotic model is also suitable to explore and consolidate the invention of novel interactive elements that can be manipulated using planar gestures. These interactive elements can be developed by conducting experiments with natural everyday substances [Brade et al. 2011a]. The handling of these substances is fundamentally different from the object centered and geometrical approach of GeForMT [Groh 2011, p. 78].

The tabletop system »DepthTouch« uses an elastic surface to interact with digital content. This results in an increase of haptic qualities and an additional interaction dimension: depth [Gründer et al. 2013]. Pushing, pulling, and planar gestures can be used for manipulating the elastic surface. In this context, planar gestures can be formally expressed using GeForMT. However, pressure needs to be added as another parameter.
8 Contributions and Future Work

The goal of this dissertation was the development of models and tools for gestural input in human-computer interaction. To this end, semiotics as a structured approach for analyzing systems of signs and communication processes was exploited. Furthermore, a literature survey regarding gesture research was conducted, in order to precisely define the object of investigation. The general semiotic model required for the formalization was tested in the area of planar gestures.

For the developed concepts, a reference architecture has been proposed and its applicability has been tested using practical examples. For future work, the further development of the formalization for spatial gestures, everyday substances, and elastic gestures was discussed.

Another research question concerns the mutual mapping of the existing formalization approaches for planar gestures. For instance, the conversion of the pictorial repertoire of GeForMT into the rule-based description of Midas can be pursued. This would result in more generic conclusions regarding the expressive power of the different gesture languages. The existing concepts to express planar gestures with XML have not been tested in practice. Such a format would be suitable to archive gestures described with GeForMT for the mapping to other frameworks. In the XML format, further and more precise parameters and constraints could be added that are not included in the short and precise DSL. In this context, the integration into further domain-specific approaches and frameworks could be investigated.

The proposed semiotic model for the formalization of gestural input does not impose a concrete structured procedure. The semiotic model does organize and structure the analysis of a given form of gestural input in the area of human-computer interaction. However, unlike process models for projects and software engineering, no temporal requirements or milestones are defined. Based on further experiences with semiotic formalization, more concrete standards can be developed.
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